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A glimpse of PlantCLEF2022

1 Global-scale plant identification.
Trusted: 80k classes, 2.9M images 

Web: 57k classes, 1.1M images

2 Observation-level image classification.

Testing dataset: 26,868 observations with 

55,306 images.

3 Evaluation metric:

MA-MRR
Class 1 Score 1
Class 2 Score 2
…
Class 30 Score 30



Our analysis 1

• PlantCLEF2022
• Trusted: ~36 image/per

class, 80k classes, 2.9M 
images 

• Web: ~19 image/per 
class, 57k classes, 1.1M 
images

Goëau, H., Bonnet, P. and Joly, A., 2022. Overview of PlantCLEF 2022: Image-based plant identification at global scale. Working Notes of CLEF, 
pp.1526-1539.

A few-shot learning (FSL) task.

• ImageNet-1k: ~1281 
image/per class

• Flowers-102: 40-258
image/per class

• Places: >5k 
image/per class



Our analysis 2

Huge image variations.

Background, plant organ, color, illumination, viewpoint, scale, … 



Our Strategy: motivation

A few-shot learning (FSL) task.

Huge image variations.



Our Strategy: motivation

Kornblith, Simon, Jonathon Shlens, and Quoc V. Le. "Do better imagenet models transfer better?." Proceedings of the IEEE/CVF conference on computer vision and 
pattern recognition. 2019.
Kolesnikov, Alexander, et al. "Big transfer (bit): General visual representation learning." European conference on computer vision. Springer, Cham, 2020.
Wu, Zhirong, et al. "Unsupervised feature learning via non-parametric instance discrimination." Proceedings of the IEEE conference on computer vision and pattern 
recognition. 2018.

A few-shot learning (FSL) task.

Huge image variations.

Transfer learning

Better accuracy in ImageNet, higher transfer accuracy.

If the source dataset is far from the target dataset, 

supervised loss-based transfer accuracy may be low. 

MAE



Our strategy

He, K., Chen, X., Xie, S., Li, Y., Dollár, P. and Girshick, R., 2022. Masked autoencoders are scalable vision learners. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 16000-16009).

ℒ = ||𝑖𝑛𝑝𝑢𝑡 − 𝑡𝑎𝑟𝑔𝑒𝑡||

MAE (masked autoencoder)

◆High accuracy (ViT-based) 

◆Self-supervised loss



Our Result

Our strategy is simple but effective.

Huge computation. 4 RTX 3090 GPUs, ~ 20 days 100 epochs.

Core Research Institute of Intelligent Robots 
Nation Research Foundation (NRF)



Our Strategy for Observation-Level

Observation-level classification.

Testing dataset: 26,868

observations with 55,306 images.

Observation-level strategy:

Single-random.

Single-highest.

Multi-sorted.

Observation-level recognition is one way to make deep 

learning-based models robust with high performance.

A 0.68

B 0.24

B 0.85

C 0.05 

D 0.45

F 0.30

B 0.23

G 0.12

Multi-sorted.

Single-highest.

B 0.85

A 0.68 

B 0.85

C 0.05 



Extra Experiments

Plant-related task.

Huge image variations.

Good for plant-related 

task with limited data

◆Disease recognition: 12 datasets

◆Growth stage recognition: 1 dataset

◆Weed species recognition: 1 dataset



Extra Experiments: Plant disease



Extra Experiments: beyond plant 
disease

Our pretrained model is helpful for other 

plant-related tasks.



Summary: simple yet effective

A few-shot learning (FSL) task.

Huge image variations.

Transfer learning

Plant-related 

tasks

MAE

◆ ViT-based 

◆ SSL

Better accuracy in ImageNet, higher transfer 

accuracy.

The difference between ImageNet and 

PlantCLEF. 

PlantCLEF is plant-related

PlantCLEF2022



Thank You

Email: xml@jbnu.ac.kr

Public pretrained model and code: GitHub

Mingle Xu

mailto:xml@jbnu.ac.kr
https://github.com/xml94/PlantCLEF2022

